Ty

ELSEVIER

Journal of Chromatography A, 756 (1996) 89-106

JOURNAL OF
CHROMATOGRAPHY A

Ruggedness testing of a size-exclusion chromatographic assay for
low-molecular-mass polymers

Y. Vander Heyden®, C. Harimann®, D.L. Massart”*, A.M.J. Hollands", P. Nuyten®,

P. Schoenmakers®

‘ChemoAC, Pharmaceutical Institute, Vrije Universiteit Brussel, Laarbeeklaan 103, B- 1090 Brussel, Belgium
*Shell International Chemicals BV. Amsterdam, Badhuisweg 3, 1031 CM Amsterdam, The Netherlands

Received 14 May 1996; revised 23 July 1996; accepted 23 July 1996

Abstract

A ruggedness test of a size-exclusion chromatographic assay for a low-molecular-mass polymer mixture was performed by
applying a fractional factorial design. Eight factors selected from the method procedure were examined at three levels by
reflecting the design. The effects of the factors were calculated and interpreted, statistically as well as graphically. The
statistical interpretation method based on the use of two-factor interaction effects to estimate experimental error was found to
be effective to indicate significant effects in a ruggedness test. The factors column manufacturer and detector type turned out
to be the least robust. Variations in the other factors, within the levels examined, do not lead to chromatographically relevant

changes.
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1. Introduction

When developing a size-exclusion-chromatograph-
ic (SEC) method, or indeed any analytical method
that is to be used at multiple locations, a balance
needs to be found between standardisation and
flexibility. A method is more likely to yield compar-
able results at different locations if the column
dimensions, the packing material and the manufac-
turer are tightly specified. However, there are practi-
cal advantages associated with the possibility of
applying different columns within a given, flexible
method. At the other extreme, a completely stan-
dardised method that requires a specific brand and

* Corresponding author.

type of pump, injector, column oven, detector, etc., is
certainly unattractive.

Often problems in a method become apparent
during interlaboratory performance studies. At this
stage there is an understandably strong desire to
make the method pass the tests and an equally strong
inclination not to make any significant changes to the
method. The only alternative is then to try and
improve the reproducibility by extensive or even
excessive standardisation.

The great benefits of systematic ruggedness testing
are that the chance of a method failing an (intra- or
interlaboratory) reproducibility test can be drastically
reduced, while excessive standardisation can be
avoided in cases where it is not necessary.

Ruggedness testing is a part of method validation.
In a ruggedness test the influence of small variations
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in factors selected from the method description or
from environmental parameters on the responses of
the method are evaluated [1-4]. The variations
(levels) of the factors are selected in a range which
represents the variation which can be expected when
the method is performed by different analysts and/or
on different instruments and/or in different lab-
oratories, etc.

In this study a ruggedness test was performed by
executing a one sixteenth-fraction factorial design for
eight factors, 2% *(IV) (see Appendix A). The design
was reflected [1-3] to examine the factors at three
levels. Because it was of resolution 1V [5] the two-
factor interactions are not confounded with main
effects. The significance of effects was determined
(1) statistically using the two-factor interaction ef-
fects [2,6,7] to estimate experimental error and (ii)
visually by drawing normal probability plots.

The SEC assay studied concerns a low-molecular-
mass polymer mixture. The effects of the factors
were determined on a number of quantitative re-
sponses used to characterise the molecular-mass
distribution of the polymer mixture.

This study was also performed to evaluate whether
the strategy where two-factor interaction effects are
used to estimate the experimental error in a fractional
factorial design as applied in Ref. [2] for an HPLC
method is effective for an SEC assay as well.

After statistical interpretation, it was checked if a
standardisation for the factors found to be statistical-
ly significant could be sufficient to obtain chromato-
graphically consistent results.

2. Theory

Synthetic polymers do not consist of molecules
with only one molecular mass. They are so called
hetero disperse and therefore one determines molecu-
lar-mass distributions (MMD). This is done by
determining certain average molecular masses as will
be explained further. A number of these quantitative
responses were measured during the ruggedness test.

For each set of conditions a polystyrene cali-
bration curve is established. In order to do so, two
standard solutions containing several monodisperse
polystyrenes (PS) with known molecular masses are
injected. The top molecular mass (M,,) is the value

corresponding to the maximum of a polymer peak in
the chromatogram. From the chromatograms of the
standard solutions, the retention times corresponding
to the M, of the peaks can be established, resulting
in a calibration curve. The MMD of the sample can
be calculated from the chromatogram of the sample
solution using the calibration curve. In our case the
sample contains several oligomer peaks. These are
characterised by calculating the molecular mass
corresponding to the peak maxima denoted as MM,
MM?2, and MM3. The molecular masses of sample
components are calculated based on the assumption
that the relationship between size in solution and
molecular mass is the same as for PS. When PS
calibration curves are used to obtain the MMD of
chemically different polymers, as in the present case,
we speak of molecular masses relative to PS, as
opposed to absolute molecular masses. An example
of a chromatogram of the sample is shown in Fig. 1.

The following average molecular masses are de-
scribed, (a) the number average molecular mass, M ;
(b) the weight average molecular mass, M, and (c)
the z-average molecular mass, M,. These masses are
represented by the following equations:

_ ENlMi

LT "
MW:ZmiMi:ZNiM; (2)
Emi ZNiMi
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_Swp_Sam N

o ZmiMi —_ENlMlE

where N, is the total number of molecules with
molecular mass M, and m, is the total mass of all
molecules with molecular mass M,. The average
molecular masses M,, M, and M, are measures for
respectively the brittleness of the polymer, its tensile
strength and its rigidity. The ratios M, /M_ and
M,/M,, are also determined. M /M is a measure of
the width of the MMD and M,/M, of the elastic
behaviour of the polymer. The factors selected from
the analytical procedure were examined at three
levels (see Table 1), the nominal (specified) and two
extremes, in a reflected one sixteenth-fraction fac-
torial design. These factors are variables specified in
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Fig. 1. Elution curve of the sample, showing the main polymer (wa), the oligomers (MM1, MM2, MM3) and sulphur as internal standard.

Conditions are nominal.

the procedure but which can vary slightly when the
method is applied in another lab than the initial one,
e.g., in another lab of the same company. Some
theoretical aspects of the applied design are de-
scribed in Appendix A.

The effects, Ey, of the factors were calculated
according to the formulas generally applied [2.3,8,9]
and normalised relative to the nominal response, Y,
[2,3].

_ 2 Y(highest level) E Y(lowest level)
X~ N/2 B N/2

(4)

E
%Ex = -

100 (5)

Statistically significant effects were determined using
a t-test [2,3,10,11]. The standard error on E,, (SE),,
is estimated from two-factor interaction -effects
(Exlxj) and represents the experimental error in the

design:

_ B
- (SE),

t (6)

with
| 2
{ZEXX
(SE), =\ —— (7)
nx.x;

where Mx x, is the number of two-factor interaction
effects used to estimate (SE),. Effects are statistical-
ly significant if the z-value calculated for an effect is
larger than a tabulated critical r-value, 7, with

n

[}
n, . degrees of freedom or if the |E,|-value is larger
i
than a critical effect (E_ ., OF %E. i.a) Vvalue:

|EX| = Ecri(icul = t”xlx| . (SE)L (8)
or

Ecritical
I%EX, =% critical T - 100 (9)

The two-factor interaction effects were used in the
statistical interpretation to estimate the experimental
error in the design because in previous studies [2,7]
it was observed that these interaction effects were
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Table 1
The factors and their levels as examined in the ruggedness test
Factor Level Values
A: Flow mobile phase -1 0.7 ml/min
0 0.8 ml/min
+1 0.9 ml/min
B: Column temperature -1 27°C
0 22°C
+1 32°C
C: Injection volume -1 50 wl
0 60 pl
+1 70 pl
D: Injection concentration -1 2.0 mg/ml
0 2.5 mg/ml
+1 3.0 mg/ml
E: Column manufacturer =1 Phenomenex
0 PolymerLabs
+1 Waters Styragel
F: Injection temperature -1 27°C
0 22°C
+1 32°C
G: Detector cell temperature -1 35°C
0 30°C
+1 40°C
H: Detector type -1 Waters 410
(only two levels 0 ERMA 7512
examined) +1 Waters 410

Level (0): nominal level; levels (—1) and (+1): extreme levels.

not significant in ruggedness tests on HPLC meth-
ods.

Effects were also evaluated by drawing normal
probability plots for the normalised effects. These
normal probability plots allow us to identify effects
which are not normally distributed around zero
(significant effects) but also to check the hypothesis
that the two-factor interactions are not significant and
therefore can be used in the above given statistical
interpretation.

3. Experimental
3.1. Nominal chromatographic conditions
The chromatography is performed on a set of three

columns with a length of 30 cm and an internal
diameter of approximately 7.5 mm, each containing

5 wm particles with a pore size of 10*, 10° and 10°
A respectively. The mobile phase is tetrahydrofurane
(THF) which is pumped over the columns at a
flow-rate of 0.8 ml/min. The column temperature is
22°C and the polymer components are detected with
a refractive index detector thermostated at a tempera-
ture of 30°C.

3.2. Test solutions at nominal conditions

The sample solution is a 2.5 mg/ml solution of a
low molecular-mass polymer mixture in THF. The
standard solutions are polystyrene mixtures in THF.
Two standard solutions were applied. The first
mixture contained polystyrenes with molecular mass-
es of 380 000, 96 000, 22 000, 5050 and 1320, while
the second one had masses of 156 000, 49 900,
11 600, 2950 and 580. The signal of the last standard
allows individual oligomer peaks down to a molecu-
lar mass of 266 to be used for calibration purposes.
Elemental sulphur (1 mg per ml THF) is used as an
internal standard to correct for flow-rate variations
between injections of sample and standards. The
concentration of each polystyrene in the mixtures
was 1.5 mg/ml. The injection volume is 60 pl and
the nominal temperature of the injector is 22°C.

3.3. Materials

The sample polymer mixture and the standard
mixtures were available in the laboratory (Shell,
Amsterdam, The Netherlands). The SEC equipment
consisted of a WISP717 auto-injector (Waters), a
Waters 590 pump (Waters), a CROCO-CIL column
oven (Cluzeau Info-Lab, France) and an ERC3310
degasser (ERMA). Columns of three different manu-
facturers were used: (a) Phenomenex (300X7.8 mm
I.D.) Phenogel 5 wm particle size, pore sizes 10%,
10°, 10% A; (b) PolymerLabs (300X7.5 mm 1D.)
PL-GEL 5 pm particle size, pore sizes 104, 103, 10*
A and (c) Waters (300X 7.8 mm I.D.) Styragel 5 pm
particle size, pore sizes HR4, HR3 and HRI1. The
refractive index detectors used were an ERMA 7512
and a Waters 410 detector. Between the injector and
the columns an in-line filter (SSI) of 0.5 um was
placed.
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4. Results and discussion
4.1. Ruggedness experiments

The ruggedness test is meant to evaluate the
performance of the method under conditions that are
slightly different from the nominal values. A rugged-
ness test can, for practical reasons, seldom be
exhaustive. The number and types of parameters
(factors) that can be studied are subjected to restric-
tions. Eight factors were selected to be examined in
the fractional factorial design. These factors and their
levels are shown in Table 1.

It is important to study variations (levels) that are
realistic and controllable. It is realistic to assume that
the actual flow-rate delivered by HPLC pumps varies
from instrument to instrument. For example, if the
set (expected) flow-rate is 0.8 1/min, the actual one
may be 0.85 ml/min. In the case of flow-rate, we
estimate that such systematic variations are confined
to the range 0.7 to 0.9 ml/min for a nominal flow-
rate of 0.8 ml/min. In other words, we assume a
maximum variation of about 10%. Likewise, we
have considered reasonable variations in other pa-
rameters in our experimental design. While such
variations may seem trivial, it is of great practical
value to know, for example, whether a method
performs well within a concentration range of 2-3
mg/ml, or whether a solution of 2.5%0.01 mg/ml
needs to be carefully prepared.

We decided to study the column temperature and
the injection temperature independently, because
they may well be different in practice and because it
has been suggested that this may have a significant
effect in liquid chromatography [12]. For the factors
column temperature, injection temperature and detec-
tor cell temperature only deviations above the nomi-
nal level were considered to be interesting (e.g., also
to avoid solubility problems which can occur at
lower temperatures). Therefore the low levels for
these factors are of a higher temperature value than
the nominal ones.

Some other parameters that could have been
included were only identified after the completion of
the present test. One example is the effect of extra-
column band broadening, which we may have
studied indirectly by including different detectors.
Extra-column band broadening may be tested sys-

tematically by using tubing of different internal
diameters.

On the other hand, parameters that cannot be
adequately controlled by the person performing a
ruggedness test cannot be included as factors in the
design. One obvious example is the quality of the
eluent. For example, the quality of the THF used in
SEC experiments may affect the stability of the
baseline and, consequently, the obtained values for
the average molecular masses. Also the presence of
contaminants in the eluent may affect the adsorption
behaviour of the column and thereby the calibration
of a SEC system. Unfortunately, it is very difficult to
know a priori whether the content of a bottle is good
or bad, as this is affected by a large number of
factors (manufacturer, batch, age, time after opening,
etc.) and the causal relationships are unknown.
Therefore it is equally difficult to simulate the effect
of the THF quality as part of a ruggedness test.

Short-term variations in the flow-rate, viz. varia-
tions within a run, between individual runs or
between the analysis and the calibration, are obvi-
ously detrimental to the quality of the results ob-
tained from SEC experiments. It is important that
such effects are carefully considered during the
validation and application of a method. At the
validation stage, short-term variations are reflected in
the repeatability of a method. Sensible testing of the
precision of a method must always proceed in the
order (i) repeatability test, (ii) ruggedness test, and
(ii1) reproducibility test. It is a big waste of time and
effort to test the ruggedness of a method that is not
sufficiently repeatable. This is even more true if a
non-robust method is subjected to an (interlabora-
tory) reproducibility test. During the application of a
method, control charts are very useful to monitor the
performance. The elution time of a flow marker, such
as elemental sulphur (see Fig. 1), is a meaningful
parameter in this respect.

Because our goal was to investigate the rugged-
ness of a method rather than the effects of short-term
fluctuations in e.g., the flow-rate, we recorded cali-
bration curves at each different set of conditions. In
other words, we assume that the method can be made
to work with good repeatability at a given location.

The design selected to examine the eight factors
was the sixteenth-fraction factorial design given in
Table 7. To examine the factors at three levels the
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design was reflected [1,2] (see Appendix A). For the
calculation of effects and the statistical interpreta-
tion, the results are treated as coming from two
separate designs.

Three injections at nominal conditions were per-
formed for each set of columns before and after the
design experiments. They allow the normalisation of
the effects and a check that no drastic changes have
occurred in the results during the performance of the
design. The design experiments were blocked per
column set for practical reasons. When changing
experimental conditions between experiments the

STY

}_ PL

LGT(Mol.mase)

chromatographic device was conditioned for a period
of at least 2 h in order to attain the desired
circumstances.

4.2. Discussion of results

Fig. 2 shows an overlay of a large number of
calibration curves obtained during the test. Three
clusters of curves are clearly discernible. Each of
these is associated with one of the three types of
column sets used in the study. Clearly, and quite
expectedly, the choice of column is the most im-
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Fig. 2. Plots of the molecular mass as a function of the retention time. The calibration curves are for narrow polystyrene standards in THF.
Except for the flow-rate, set at 0.8 ml/min, all other conditions are varied. Three clusters are discernible, each corresponding to a different
column set. PHE =Phenomenex; PL =PolymerLabs; STY=Waters Styragel.
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portant factor affecting the calibration curve in SEC.
Within each cluster, there are smaller, but significant
variations due to different values for factors other
than the column, especially at the extremes (high and
low MM region) of the curves. This may be due to
the large influence that small variations in the
retention times of the highest and lowest molecular-
mass reference standards may have on the curve
shape in these parts of the curve. The central part is
affected by the retention times of all standards and is
thus more robust.

Different SEC columns will give rise to different
calibration curves, but in theory they will still yield
identical MMDs for any given sample. In practice,
there are several reasons why different mass data
may result from different calibrations:

(i) Accidental fluctuations in the calibration curves
may have an effect. However, this will become
apparent during repeatability testing, provided that at
this stage the repeatability of the calibration is
included.

(i1) Any difference in behaviour between the
calibration standards and the sample will affect the
outcome. Very often the standards are of different
nature (e.g., polystyrene) than the polymer under
study. A notorious effect is the adsorption of poly-
mers on the packing material. This will be different
for different polymers and it may also be affected by
the presence of other materials (solvents, additives)
in the sample.

(iii) It is assumed in routine SEC that the chro-
matographic dispersion (viz. the peak width observed
for a material with a specific, invariable molecular
mass) is negligible in comparison with the dispersion
due to the molecular-mass distribution. This is
clearly an approximation and if the band-broadening
contribution is significantly different between, for
example, different columns, this will affect the
molecular-mass data obtained.

The effects and the normalised effects of the
factors were calculated for the responses M,
molecular masses of the different oligomers (MM]1,
MM2, MM3), M . M, M, M /M, and M,/M_. The
effects were normalised relative to the average
response measured at the PolymerLabs column set.
The statistical test described above was performed
and the %FE_,,., values were calculated at signifi-
cance levels of 5% and 1%. In addition to the

quantitative responses, the ruggedness of a quali-
tative response, the specific resolution, was investi-
gated.

All experiments were performed by one analyst
but the resulting chromatograms were interpreted
independently by two persons. This means that for
each effect of a factor two estimations were made.
Combining the results of both interpretations leads to
a new design with nine factors where the ninth factor
is the interpretation by the analyst (see Appendix A).
The resulting effects for the first eight factors (A~H)
are the average of the effects found from the two
separate interpretations.

As illustration the effects and normalised effects
of the factors and of the interactions on the molecu-
lar mass (M,,,) of the main peak of the polymer
mixture as found by one analyst are shown in Table
2(a) for both parts of the reflected design, as well as
the statistical interpretations for this response. In
Table 2(b) the results of the combined design are
given. The normalised effects obtained by the two
analysts separately and those from the combined
design were compared in graphs similar to Fig. 3.

For quantitative factors, the effects calculated for
the intervals [—1,0] and [0,+ 1] (Table 2) allow a
rough idea about the curvature of the response as a
function of the factor levels to be obtained. This can
be visualized in so-called effect plots [13] which
ease the interpretation of curvature (plots not shown
here).

The normal probability plots for the normalised
main and interaction effects from Table 2(b) are
shown in Fig. 4 for both parts of the design. Effects
which are not significantly different from zero tend
to fall on a straight line while significant effects
deviate from this line. In Fig. 4 this is the case for
the effect of factor E. The full straight line shown in
the figures is the least squares line through all the
points. When none of the factors has a clearly
significant effect the least squares line fits all points,
otherwise the line is attracted to outlying (significant)
effects.

The interpretation of the normal probability plots
is not based on a specific criterion but on visual
inspection. Therefore effects at the limit of signifi-
cance are sometimes somewhat subjective to inter-
pret. However in this study the normal probability
plots are in the first instance not meant to indicate
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Table 2

Effects and normalised effects (%Effect) of the factors and of the interactions on the molecular mass (M,

response is also shown

top

) of the main peak of the polymer mixture. The statistical interpretation for that

Factor Interval [—1,0] Interval [0,+1]

Effect %Effect Effect %Effect
(a) Results from one of the analysts
(A) Flow 48.625 1.60 ~34.00 -112
(B) Column temp. -101.375 ~333 70.000 2.30%
(C) Injection volume 1.125 0.04 —3.000 -0.10
(D) Injection conc. 12.625 041 46.000 1.51
(E) Column manufacturer 135.625 4.45% - 187.500 —6.15%*
(F) Injection temp. 74.125 243 55.500 1.82
(G) Detector cell temp. -7375 -0.24 —41.500 -1.36
(H) Detector type —-68.375 -2.24 4.500 0.15
Interactions
AB+CE+DG+FH 23375 077 3.000 0.10
AC+BE+DH+FG 0.875 0.03 17.500 0.57
AD+BG+CH+EF 49.875 1.64 0.500 0.02
AE+BC+DF+GH 80.875 2.65 ~26.500 -0.87
AF+BH+CG+DE 35.375 1.16 27.500 0.90
AG+BD+CF+EH ~80.625 -2.64 —-6.500 ~-0.21
AH+BF+CD+EG ~26.625 —-0.87 —60.000 -197
Statistical interpretation
togr S%=2.365, 1%=3499

[nterval [—1,0] Interval {0,+1]
(SE}, 50.7601 278164
Sigmﬁcance level Eumuul %Ecnlwal Ecrilwul %Ecrmcal
5% 120.048 3 65.786 2
1% 177.610 583 97.329 3.19
b) Resuits of the combined design (Table 9)
(A) Flow 18.563 0.61 —37.688 -1.24
(B) Column temp. —69.563 -2.28 46313 1.52
(C) Injection volume 5.688 0.19 —11.063 -0.36
(D) Injection conc. 7.813 0.26 26.438 0.87
(E) Column manufacturer 123813 4.06%* ~175.563 —5.76%*
(F) Injection temp. 37.063 1.22 20313 0.67
(G) Detector cell temp. 4.188 0.14 —18.063 -0.59
(H) Detector type -43.563 -143 12.313 0.40
(T) Analyst-interpretation ~-2.406 -0.08 ~6.531 -0.21
Interactions
AB+CE+DG+FH 34938 115 -3938 -0.13
AC+BE+DH+FG 25.688 0.84 26.188 0.86
AD+BG+CH +EF 19.813 0.65 -2313 -0.08
AE+BC+DF+GH 43813 144 2.188 0.07
AF+BH+CG+DE 23,563 0.77 9.063 0.30
AG+BD+CF+EH —43.813 —-1.60 33.688 1.11
AH+BF+CD+EG -22.063 -0.72 —35438 -1.16
Statistical interpretation
Iy 5% =2.365, 1%=3.499

Interval [—1,0] Interval {0,+1]
(SE), 32.987 21328
Signiﬁcance level Emnual %Ecnucal Ecriucal %Ecrilm\l
5% 78015 2.5 50.441 1.6
1% 115423 379 74.627 245

Intervals |- 1,01 and [0,+ 1] indicate which levels are examined in that part of the reflected design. *=significant at 5% level **=significant at {% level.

significant and non-significant effects but only as a
kind of reference [14] to confirm significance’s
found with the statistical interpretation and to check
if both interpretations do not systematically give
different results.

The results of the t-test depend on the criterion
used to estimate (SE), in Eq. (6). The (SE), can be
estimated from different sources such as replicate
measurements at nominal levels, duplicated design
experiments, multiple-factor interaction effects,
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Fig. 3. Comparison of the effects on M,
critical effects are also shown.
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dummy factor effects or the variance of the design
results themselves. It was shown that the number of
effects considered statistically significant can be very
different depending on the error estimate used [2].
Based on the comparison between the statistical
results and the normal probability plots it was found
that the use of two-factor interaction effects was
appropriate to estimate the experimental error in a
fractional factorial design. This was found to be the
case for designs performed for ruggedness tests in
different application fields as HPLC [2,3,7] and
galenics [15].

Sometimes from the normal probability plots it is
also possible to obtain information on the existence
of anomalous data such as outliers in the measured
results [16]. However, the normal probability plots
are not very sensitive to indicate possible outliers in
design experiments [17]. Nor in our data, was clear
evidence found for the occurrence of outliers.

The normal probability plots made for the com-
bined design results show that for all responses all
two-factor interaction effects were found in the
straight line area of the normal probability plot
indicating that they do not significantly differ from

%E(critical)

Interactions g B

determined by both analysts (T1, T2) and from the combined design (T1 and T2). Interaction and

zero and can be used in the estimation of the
experimental error in the design. The normal prob-
ability plots made for the individual results of both
analysts showed for some responses a two-factor
interaction effect which is situated in the subjective
area of limited significance. Based on the results of
the combined design this significance was considered
negligible and due to the summation of four non-
significant two-factor interactions. Each calculated
interaction effect is indeed a confounding of four
two-factor interaction effects (see Appendix A and
Table 2). However when a calculated two-factor
effect was situated in the subjective area of limited
significance it was mostly the case for the estimation
for AG+BD+CF+EH. If the significance of this
calculated effect is not due to chance it is probably
due to the interaction EH, since this is the only
interaction for which the main effect of one of the
contributing factors is clearly significant (cf. further,
Table 3).

The fact that clearly significant two-factor interac-
tions are absent is not that surprising as at first sight
could be thought. Of course, several two-factor
interactions are known to be significant in different
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Fig. 4. Normal probability plots for the effects of Table 2(b); (a) from the part of the design with levels (—1) and (0); (b) from the part with

levels (0) and (+1).

application fields. However, the study of these
interactions is mainly interesting for optimisation
purposes when one is building models and response
surfaces in order to predict responses and when the
factors are examined in much broader intervals, at
several levels and by means of other designs than the
screening designs applied. We are not dealing with
the optimisation step here, since a ruggedness test is
part of the validation of a method supposed to be
optimised earlier. In a ruggedness test one is basical-
ly only interested in indicating which factors can
affect the results of the method. In these latter tests
the main effects are relatively small since the factors
are examined in a narrow interval and most of them

are expected to be more or less robust. The two-
factor interactions, which represent half of the differ-
ence between the effects of a factor X, at both levels
of a factor X;, will therefore even be considerably
smaller and as was seen from these and other results
[2,3,7] they are normally not different from the
experimental error in a design.

If two-factor interaction effects estimated from
screening designs would be significant they indeed
cannot be used any more to estimate the experimen-
tal error. However, due to the degree of confounding
that occurs in those designs such estimated effect is
in most cases a confounding of several two-factor
interactions (aliases) as was seen higher and it often
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Table 3

99

Summary table of the statistically significant effects from the combined design

P, o |[Main effect|
Response Significant factor Levels Statistical significance PE ritical offect
a=0.05 a=0.01

M,, Column PL - PHE >99% 4.06% 1.59 1.07
STY - PL >99% —5.76% 3.49 2.35
MMI1 Column PL - PHE >99% —-6.31% 5.13 3.47
MM2 Column PL - PHE >99% —5.54% 2.61 1.76
MM3 Column PL - PHE >99% —4.53% 1.94 1.31
M, Detector ERMA - Waters >99% —-4.75% 1.54 1.04
M, Column PL - PHE >99% 4.13% 1.96 1.32
STY - PL >95% -1.79% 1.19 (0.81)
M, Column PL - PHE >95% 6.32% 1.28 (0.86)
Column temp. 32-22°C >95% 2.38% 1.05 (0.71)
M, IM, Column PL - PHE >99% 6.45% 2.05 1.38
Detector ERMA - Waters >95% 331% 1.05 (0.71)
M, IM, Column STY - PL >95% 1.52% 1.04 (0.70)
Detector Waters — ERMA >95% —1.59% 1.09 (0.73)

Column =column manufacturer; PHE = Phenomenex; PL=PolymerLabs; STY =Waters Styragel; ()=not significant at « level=0.01.

will be difficult to draw any conclusion about the
different aliases.

Visual and statistical interpretations were again
compared as in Refs. {2,3,14,18] in order to examine
whether the statistical method applied was also
appropriate for this case study in the field of size-
exclusion chromatography. Both interpretations, in
general, lead again to identical conclusions.

The statistically significant effects of the factors
on the different responses are summarised in Table
3. It was observed that the effect of the analyst was
significant for none of the responses. Therefore in
Table 3 the effects of the combined design which are
the average effects found by both analysts are given.
Table 3, beside the significant effects %E,, also
shows the statistical significance and the ratio for
|%E |/ %E, .. for @=0.05 and 0.01 to indicate
how strongly significant the effects are.

It can be observed that the column manufacturer
factor is the least robust (Table 3). PolymerLabs and
Phenomenex columns in particular give different
results for almost all responses, with the exception of
M, and M, /M. The columns from PolymerLabs and
Waters Styragel give more similar results. Only for
few responses (M, M,, and M,/M, ) a significant
effect (different result) is found. These observations
were confirmed by the measurements at nominal

level with the different columns (see Table 4). Both
from the nominal and the design results (effects) it is
seen that for the oligomers (MM1, MM2 and MM3)
the Phenomenex column gives higher molecular
masses than the PolymerLabs column while for the
other responses the PolymerLabs column gives high-
er results. The standard deviations found at nominal
levels could be compared between columns and
between analysts. Between columns mostly compar-
able standard deviations were found and, if they
were different, the PolymerLabs column gave the
lowest. Between analysts it was seen that the stan-
dard deviations of T2 for the oligomers at the
Phenomenex column are clearly higher than of T1.
Also in the design results interpreted by T2 higher
E_ . ica values were seen for the oligomers. For the
other responses it was observed that higher standard
deviations were found by T1 with the Waters
Styragel column.

Although, as already mentioned above, different
calibration curves obtained with the different col-
umns (Fig. 2) theoretically should lead to the same
MMD, it is observed from the above that in practice
this is not the case.

Another factor causing a significant effect on some
responses is the detector type. While this factor does
not influence at all the molecular mass of the peaks,
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Average responses (X) and standard deviations (SD) from the nominal level results interpreted by both analysts

Response Phenomenex column PolymerLabs column Waters column
Tl (n=4) T2 (n=6) T1 (n=6) T2 (n=6) Tl (n=6) T2 (n=6)

Average responses X

rop 2875 2798 3049 3049 2846 2849
MMI 497 493 471 471 472 475
MM2 417 410 398 398 401 401
MM3 342 337 327 327 329 329
M, 1847 1748 1752 1755 1766 1740
M, 3553 3449 3761 3736 3671 3634
M, 6289 6132 6986 6829 6799 6654
M, IM, 1.923 1.975 2.146 2.128 2.080 2.089
M, IM, 1.770 1.778 1.858 1.828 1.852 1.831
Standard deviations (SD)
M., 52.1 40.5 48.9 48.9 37.2 36.5
MM1 22 9.7 33 23 6.5 4.9
MM2 1.0 6.1 1.7 1.6 4.6 5.1
MM3 33 6.0 0.8 0.9 3.0 3.6
M, 213 71.3 214 15.2 67.4 259
M, 49.4 50.9 354 45.3 46.3 26.5
M, 156.5 89.6 128.6 185.0 275.6 1317
MM, 0.011 0.056 0.014 0.014 0.072 0.030
M,IM, 0.022 0.033 0.022 0.029 0.060 0.032

With T1 on the Phenomenex column two outliers could be demonstrated, therefore n=4.

it has a significant effect on the responses M,
M, /M, and M,/M, . Especially M, is influenced by
this factor. Effects due to the detector could originate
from differences in flow cell geometry, band
broadening, cell volume and noise levels.

A third factor giving a statistically significant
effect was the column temperature. It was found
significant on M, in the interval 22—32°C. This factor
was also found to be just below the limit of
significance for the responses M,,, M,, and M,/M,,.
The other factors that were examined do not seem to
have a significant effect on any of the considered
responses, at least not in the intervals examined.

The statistical interpretation allows to determine
which factors have a significant effect on a response,
but for a chromatographer the questions remain
whether or not the variation caused by a statistically
significant factor is chromatographically relevant. On
interpreting the results of the ruggedness test it is
assumed that chromatographically acceptable results
will be obtained when statistically significant factors
are adequately standardized, while the values of the
other factors remain and vary within the intervals

examined. Therefore it was checked whether or not
the variance caused by the different factors in the
design, the variance of the design results (szY), is
significantly higher than the variance observed at
nominal levels (s2), H,: sy=s2; H,: s3>s. and
thereupon if this still is the case when one stan-
dardises for certain factors (see Table 5). The value
used for s> was the pooled variance observed at
nominal levels for the different columns and by the
different analysts. It has to be remarked that if for a
given method well defined system suitability criteria
are used within a laboratory then the si could be
replaced by a value representing these criteria. For
some responses (MMI, M,, M,/M,) the variance
from the design results is not significantly higher
than s> although some of them (M,, M,/M.,,) showed
statistically significant effects.

For the other responses H, was accepted, i.e.,
s3>s2. Thereupon the variance s> was considered
after standardisation for the most significant factor.
For instance when this factor was the column type
the variances within the columns were determined
from the design results and pooled to give si. This
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Comparison of design (without or with standardisation for one or more factors) variances (sf,) with the variance at nominal levels (si)

2
Response Variance was considered within F= S—: Conclusion
s
’ a=0.05 a=001
M,
Low levels (%E,,,;.., =2.56%)
Design 5.36 >* >
Columns** 341 > >
Columns + column temperature 2.84 > >
Columns + column temperature + detector 2.46 > ="
High levels (%E,, .. =1.65%)
Design 6.16 > >
Columns** 2.10 > =
Columns + column temperature 1.83 =
MMI
Low levels (%E,, ;.= 1.23%)
Design 8.23 > >
Columns** 1.20 = =
High levels (%E, ;.. =1.74%)
Design 1.79 = =
MM2
Low levels (%E, ;.. =2.12%)
Design 10.83 > >
Columns** 3.08 > >
High levels (%E, ,..,=1.95%)
Design 3.69 > >
Columns 3.30 > >
MM3
Low levels (%E_ .., =2.34%)
Design 9.02 > >
Columns** 4.39 > >
High levels (%E,,,,. . =2.84%)
Design 6.95 > >
Columns 5.65 > >
Mn
Low levels (%E,,;;., = 3.08%)
Design 2.18 > =
Detectors** 1.34 = =
High levels (%L, ., =4.74%)
Design 2.78 > >
Detectors 2.21 > =
M,
Low levels (%E_ ;.. =2.11%)
Design 6.81 > >
Columns** 353 > >
Columns + injection temperature 3.14 > >
Columns + injection temperature + detector 321 > >
High levels (%E_.., =1.50%)
Design 243 >
Columns* 1.85 =

(Contnd.)
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Table 5. Continued

“
~

Response Variance was considered within F= F Conclusion
' a=005 a=0.01
MI
Low levels (%E,_ .., =4.95%)
Design 5.07 > >
Columns* 3.54 > >
Columns + injection temperature 3.25 > >
Columns + injection temperature + analyst 2.68 > >
High levels (%E_,..,=2.27%)
Design 1.81 = =
M, IM,
Low levels (%E, ;... =3-15%)
Design 5.03 > >
Columns** 2.25 > =
Columns + detector* 1.02 =
High levels (%E,, ;.. =3.76%)
Design 3.64 > >
Columns 3.28 > >
Columns + detector 1.91 = =
M,IM,
Low levels (%E_;,..,=3.24%)
Design 2.87 >
Columns 2.36 > =
High levels (%E.,,., =1.46%)
Design 1.71 = =

*% and *: factors with statistically significant effect at 1% and 5% significance level respectively.

. 2
*Means H,: s3> accepted.
b 2

Means H,: s, =s, accepted.

5
n

was repeated for the second and the third most
important factors, i.e., standardisation for two or
three factors.

From Table 5 it can be observed that standardising
for the statistically significant factors (indicated with
** and *) reduces the variance of the design experi-
ments, i.e., decreases the F-value to such an extent
that sf{ is no longer significantly larger than sf,. For
the cases where after standardisation for the signifi-
cant factors H,: s >s is still accepted, the follow-
ing conclusions can be drawn. Standardising non
significant factors does not much reduce the si (see
M. M, and M,). The fact that after standardising
for the significant factors the s3 is still larger than si
is not due to the variance caused by the factors
themselves but to a larger experimental error within
the design. This can be concluded from the above
and from the fact that for these responses the

%E, .icar» Which represents the experimental error in
the design, is larger. The latter can be seen with
M., M, and M, (Table 5) when comparing the low
levels design with the high levels one. After stan-
dardisation on columns there is no reason why the
variance si (or F) should be larger in the low levels
design unless the experimental error is higher, which
indeed is the case.

In summary it can be stated that, when the method
is standardised for column and detector and the other
factors vary within the levels examined in the design,
the results obtained would not be relevantly differ-
ent, from a chromatographic point of view, from the
nominal results.

To study the ruggedness of the chromatographic
resolution the following approach was taken. Con-
ventionally, resolution between two peaks in a

chromatogram is defined as the ratio of the distance
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between the peak maxima and the average peak
width, viz.

B At _ 1.18Ar
s 1/2(W1 + Wg) - (W|/2_1 + WI/Z.Z)

R (10)

In SEC a more-meaningful parameter to describe the
quality of the separation system (columns plus
instrument) is the specific resolution, defined as

R - 1.18Ar 1
s Wy, TWy0,) logM /M,

(1D

On the linear part of a SEC calibration curve with
slope S this becomes

_ - 1.18/8 1
oWy T W) (12)
Since SEC calibration curves (log M vs. ) run
downward, S always has a negative value. Two
factors are seen to affect the resolution: (i) the
discriminating power of the columns, which is
determined by the total volume and the size dis-
tribution of the pores in the particles and (ii) the
width of the chromatographic peaks, which is mainly
determined by the efficiency of the columns and the
quality of the instrumentation.

When a component of a unique molecular weight
is injected, it is sensible to express the quality of the
set of columns in terms of the equivalent number of
theoretical plates. In our case, we used elemental
sulphur as an internal standard (flow-rate marker).
Plate counts (N) obtained for sulphur on the three
different sets of columns (average of duplicate
measurements) were 25 200 (PolymerLabs), 28 100
(Phenomenex), and 33 100 (Waters). Since R, is
proportional to VN, the effect of the column ef-
ficiency on the resolution was +6% for the Phenom-

enex columns and +15% for the Waters columns,
both relative to the PolymerLabs columns.

As seen in Table 6, the effect of the plate count on
resolution is overshadowed by that of the size
selectivity of the columns. Despite having the lowest
plate count for sulphur, the Polymerlabs columns
showed the highest specific resolution, especially in
the high-MM region. The variation of the specific
resolution with variations in the operating conditions
during the ruggedness test turned out to be in-
significant (typically <0.1 units).

5. Conclusions

The statistical strategy for the identification of
significant effects where two-factor interaction ef-
fects are used to estimate the experimental error in a
fractional factorial design applied in a ruggedness
test, are found to be effective for this SEC assay.

The SEC method that was tested here is not so
unrugged as was feared before the experiments were
started. The factor influencing almost all responses is
the column type. This has to be taken into account
when columns of different manufacturers are ap-
plied. Different columns can have different adsorp-
tion characteristics, pore geometries and band
broadening which could cause the effects observed in
this study.

Another factor is the detector type. For a size-
exclusion chromatographer the above conclusions
could have been expected but this study allowed to
quantify the effects. For the rest it can be concluded
that in general a flow-rate of the mobile phase
between 0.7 and 0.9 ml/min; a column temperature
between 22°C and 32°C; an injection volume be-
tween 50 wl and 70 pl; an injection concentration
between 2.0 mg/ml and 3.0 mg/ml; an injection

Table 6
Specific-resolution (R ) values for four different pairs of polystyrene standards on the three different columnsets used in this study
Column M, IM,

380 000/96 000 96 000/22 000 22 000/5050 5050/1320
PolymerLabs 4.5 5.6 3.7 2.6
Phenomenex 3.0 4.8 3.8 26
Waters 4.0 5.0 37 2.6

Data are averages of duplicate measurements, which never differed by more than 0.2 units.



104 Y. Vander Heyden et al. | J. Chromatogr. A 756 (1996) 89~ 106

temperature between 22°C and 32°C and a detector
cell temperature between 30°C and 40°C do not
influence the responses of this method significantly
and that variations of these factors do not cause
chromatographically relevant changes.
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Appendix A

A two-level full factorial design is a design where
all combinations of factor levels are made. To
examine eight factors using such a design requires
2% =256 experiments. This would allow the determi-
nation of all main effects as well as all interaction
effects, i.e., a total of 255 effects. The main effects
(Ey) are the effects caused by the factors examined
in the design. A two-factor interaction effect (Exixj)

occurs when the main effect of one factor (X;) is
different at both levels of the second one (X;). A
three factor interaction effect (Ey XX, ) occurs when
the two-factor interaction effects are dlfferent at both
levels of the third one. Similarly four-factor, five-
factor,... interactions can be considered. The physical
meaning of these interactions is not evident. For
practical reasons it is not possible to perform 256
experiments. Therefore only a fraction of the full
factorial design is executed. In our case it was a
1/16"™ fraction, represented as 2%, which requires
16 experiments. Reducing the number of experi-
ments implies that some information is lost. The 254
design allows to calculate only 15 effects. This
means that a number of effects are estimated to-
gether. In our case each effect that is calculated is in
fact a combination of 16 effects. Such effects are
called confounded. The design performed in this
study is shown in Table 7. The generators [5] of the
design were E=ABC, F=BCD, G=ABD and H=

Table 7
Sixteenth-fraction factorial design of resolution IV, 2**(IV), with
generators E=ABC, F=BCD, G=ABD and H=ACD

Factors
Experiment A B C D E F G H
] —_ — — — — — —
2 + - - - + - + +
3 - + - - + + + =
4 + + - - - + - +
5 - - + + + - +
6 + - + — + + -
7 - + + - - - + +
8 + + + - + - - -
9 - - - + - + + +
10 + - + + + - -
11 - + - + + - - +
12 + + - + - - + -
13 - - + + + - + -
14 + - + + - - - +
15 - + + + - + - -
16 + + + + + +

ACD. These generators allow to determine the so-
called defining relations, I, [5] of the design which
were here equal to I = ABCE = BCDF = ABDG =
ACDH = ADEF = CDEG = BDEH = ACFG = ABFH
= BCGH = BEFG = CEFH = AEGH = DFGH =
ABCDEFGH. The defining relations allow determi-
nation of all confoundings in the fractional factorial
design [5]. For example the main effect of factor A
is confounded with the interactions BCE, CDH,
BDG, DEF, CFG, BFH, EGH, ABCDF, ACDEG,
ABDEH, ABCGH, ABEFG, ACEFH, ADFGH and
BCDEFGH. The interaction effect AB is confounded
with the interactions CE, DG, FH, ACDF, BCDH,
BDEF, ABCDEG, ADEH, BCFG, ACGH, AEFG,
ABCEFH, BEGH, ABDFGH and CDEFGH. It can
be seen that the main effect of A is not confounded
with two-factor interactions. The same is the case for
all other main effects. This is because the generators
were chosen so that a design of resolution 1V {5] was
created. The effect calculated for A, although a
combination of 16 effects, is still considered an
estimate for the effect of factor A, since three-factor
and higher order interaction effects are usually
negligible. Main effects are usually larger than two-
factor interactions, two-factor interactions are larger
than three-factor interactions, etc. Since two-factor
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interactions are the largest interaction effects we
avoided confounding with main effects. In our
strategy for ruggedness testing, two-factor interaction
effects (which are a confounding of four two-factor
interactions and 12 higher order interactions) are also
considered negligible. They may therefore be used to
estimate the experimental error in a design (see
Section 2). As already stated in the theoretical part,
the normal probability plots are a tool to verify the
negligibility of the two-factor interactions. When the
factors are examined at three levels (coded (0)=
nominal, (—1) and (+ 1)=extreme levels) the design
is reflected. This means that the design is performed

Table 8
Reflected 1/16th fraction factorial design derived from the design
of Table 7

Factors

Experiment A B C D E F G H

-1 -1 -1 -1 -1 -1 -1 -1

1

2 o -1 -1 -1 0 -t 0 0
3 -1 o -1 -1 0 0 0 -1
4 0 o -1 -1 -1 0 -1 0
5 -1 -1 0 -1 0 0 -~ 0
6 0 -1 o -1 -1 0 0 -1
7 -1 0 0o -1 -1 -1 0 0
8 0 0 0 -1 o -1 -1 -1
9 -1 -1 -1 0 -1 0 0 0
10 0 -1 -1 0 0 o -1 -1
11 -1 0 -1 0 0 -1 -1 0
12 0 0 -1 0 -1 -1 0 -1
13 -1 -1 0 0 0 -1 0 -1
14 0 -1 0 o -1 -1 -1 0
15 -1 0 0 0 -1 ¢ -1 -1

X
=
=
=
o
o
o
=
=

17 +1 +1 +1 +1 +1 +1 +1 +1
18 0 +1 +1 +1 0 +1 0 0
19 +1 0 +1  +1 0 0 0 +1
20 0 0 +1 +1 +1 0 +1 0
21 +1 +1 0 +1 0 0 +1 0
22 0 +l1 0 +1 +1 0 0 +1
23 +1 0 0 +1 +1 +1 0 0
24 0 0 0+ 0 +1 +1 +1
25 +1  +1  +1 0 +1 0 0 0
26 0 +1 +1 0 0 0 +1  +1
27 +1 0 +1 0 0 +1 +1 0
28 0 0 +1 0 +1 +1 0 +1
29 +1  +1 0 0 0 +1 0 +1
30 0 +1 0 0 +1 +1 +1 0
3] +1 0 0 0 +1 0 +1 +1
32 0 0 0 0 0 0 0 0

twice, a first time examining levels (0) and (—1),
and a second time with (0) and (+1). The design
shown in Table 8 is the reflected of Table 7. When
the chromatograms resulting from the design of
Table 7 are interpreted by two analysts a new design
containing nine factors can be created (see Table 9).
The effects of factors A till H calculated from this
latter design are equal to the average effects calcu-
lated by both analysts for these factors. The effect of
the ninth factor (T) represents the difference in
interpretation by both analysts.

Table 9
Combined design created from Table 7 by interpretation of the
design results by two analysts

Factors
Experiment A B C D E F G H T
1 - - - - - = - = +
2 + - - - + - + + +
3 - + - -+ + + -+
4 + + - - - + - + +
5 - = + - + + - + o+
6 + - + - + + - 4+
7 - + + - - + + +
8 + + + - + - - - 4+
9 - - = + = + + o+ +
10 + - - + o+ + = -+
11 - + - + o+ - - + o+
12 + + - + - - + - +
13 - = + o+ + - + -+
14 + - + + - - + +
15 - + + + - + - - +
16 + + o+ + o+ + + + o+
1’ - - = - - - - -
2 + - = + -+ + -
3 -+ - - + + + - -
4 + + - - - + - + -
5 - - + - + o+ -+ -
6’ + - + - - + + - =
7 - + + - = + + =
8’ + + + -+ - - - =
9 - = = + - + o+ + -
10 + - -+ 4+ + - - =
1 - + - 4+ + - + -
12 + + + - - + - -
13 - -+ + o+~ + - =
14 + - S - - + -
15 - + + + - + - - -
16’ + o+ + o+ + + + + -

The ninth factor (T) represents the two analysts (level (+)=T]I,
level (—)=T2).
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